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Abstract

The MPEG-4 Version 1 standard has been recently finalized. Since MPEG-4 adopted an object-based audiovisual
representation model with hyperlinking and interaction capabilities and supports both natural and synthetic content, it
is expected that this standard will become the information coding playground for future multimedia applications.
This paper intends to give an overview on the MPEG-4 motivations, objectives, achievements, process and workplan,
providing a stimulating starting point for more detailed reading. © 1999 Elsevier Science B.V. All rights reserved.
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1. Why: the context

“What does it mean, to see? The plain man’s
answer (and Aristotle’s, too) would be, to know
what is where by looking. In other words, vision is
the process of discovering from images what is
present in the world, and where it is.” [4]. The
image coding standards nowadays available, and
the underlying image data models, mainly address
this process by providing an image representation
in the form of a sequence of rectangular 2D frames
which give the users “a window to the real world”:
the television paradigm. However, the process of
vision is just a part of the task at hand since
typically the human being needs and wants to see,
to take action after, interacting with the objects
that compose the world being seen. A similar rea-
soning can be made regarding the process of hear-
ing and the corresponding audio representation
models.
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Although the television paradigm dominated
audiovisual communications for many years, the
situation is nowadays evolving very quickly in
terms of the ways audiovisual content is produced,
delivered and consumed [3]. Moreover, hardware
and software are getting more and more powerful,
opening new frontiers to the technologies used and
to the functionalities provided.

Producing content is nowadays made very easy.
Digital still cameras directly storing in JPEG
format have hit the mass market. Together with the
first digital video cameras directly recording in
MPEG-1 format, this represents a major step for
the acceptance, in the consumer market, of digital
audiovisual acquisition technology. This step
transforms every one of us into a potential content
producer, capable of creating content that can be
easily distributed and published using the Internet.
Moreover, more content is being synthetically
produced — computer generated — and integrated
with natural material in truly hybrid audiovisual
content. The various pieces of content, digitally
encoded, can be successively re-used without
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the quality losses typical of the previous analog
processes.

While audiovisual information, notably the vis-
ual part, was until recently only carried over very
few networks, the trend is now towards the gen-
eralization of visual information in every single
network. Moreover, the increasing mobility in tele-
communications is a major trend. Mobile connec-
tions will not be limited to voice, but other types
of data, including real-time media, will be next.
Since mobile telephones are replaced every two to
three years, new mobile devices can finally make
the decade-long promise of audiovisual commun-
ications turn into reality. The need for visual
communication is much more apparent when you
are not at home, and have something to show
besides your living room that does not really
change over time.

The explosion of the Web and the acceptance of
its interactive mode of operation have clearly
shown, in the last five years, that the traditional
television paradigm would no longer suffice for
audiovisual services. Users will want to have access
to audio and video like they now have access to text
and graphics. This requires moving pictures and
audio of acceptable quality at low bit-rates on the
Web, and Web-type interactivity with live content.
It should be possible to activate relationships be-
tween entities (in a potentially virtual world)
through hyperlinking — the Web paradigm - and to
experience interactive immersion in natural and
virtual environments — the Games paradigm.

Since many of the emerging audiovisual applica-
tions demand interworking, the need to develop an
open and timely international standard became
evident. In 1993, Moving Pictures Experts Group
(MPEG) [13] launched the MPEG-4 work item,
now officially called “Coding of audiovisual ob-
jects”, to address, among others, the requirements
mentioned above [10]. MPEG is Working Group
11 of Sub Committee 29 of the ISO/IEC Joint
Technical Committee 1. The group meets 3-5
times a year, gathering at each meeting around 300
experts.

MPEG has been responsible for the successful
MPEG-1 and MPEG-2 standards that have given
rise to widely adopted commercial products
and services, such as Video-CD, DVD, digital

television, digital audio broadcasting and MP3
codecs (MPEG-1 audio layer 3). The MPEG-4
standard, MPEG’s most recent achievement, is
aimed to define an audiovisual coding standard to
address the emerging needs of the communication,
interactive and broadcasting service models as well
as of the mixed service models resulting from their
technological convergence. The convergence of the
three traditionally separate application areas
— communications, computing and TV/film/entertain-
ment — was evident in the mutual cross fertilization
with functionalities characteristic of each one of
these application areas emerging more and more in
the others.

Following the previous successes, MPEG is al-
ready working in the next audiovisual representa-
tion standard, this time addressing the problem of
describing audiovisual information to allow the
quick and efficient searching, processing and
filtering of various types of multimedia material of
interest to the user: MPEG-7, officially called
“Multimedia Content Description Interface” [16].

2. What: the objectives and achievements

The three major trends above mentioned
- mounting importance of audiovisual media on all
networks, increasing mobility and growing interac-
tivity — have driven, and still drive, the development
of the MPEG-4 standard [3].

To address the identified needs and requirements
[14], a standard was needed that could:

e Efficiently represent a number of data types:

(a) Video from very low bit-rates to very high-
quality conditions.

(b) Music and speech data for a very wide bit-
rate range, from transparent music to very
low bit-rate speech.

(c) Generic dynamic 3-D objects as well as speci-
fic objects such as human faces and bodies.

(d) Speech and music to be synthesized by the
decoder, including support for 3-D audio
spaces.

(e) Text and graphics.

e Provide, in the encoding layer, resilience to resid-
ual errors for the various data types, especially
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under difficult channel conditions such as mobile
ones.

e Independently represent the various objects in
the scene, allowing independent access for their
manipulation and re-use.

e Compose audio and visual, natural and syn-
thetic, objects into one audiovisual scene.

e Describe the objects and the events in the scene.

e Provide interaction and hyperlinking capabili-
ties.

e Manage and protect intellectual property on
audiovisual content and algorithms, so that only
authorized users have access.

e Provide a delivery media independent repres-
entation format, to transparently cross the bor-
ders of different delivery environments.

A major difference with previous audiovisual
standards, at the basis of the new functionalities, is
the object-based audiovisual representation model
that underpins MPEG-4 (see Fig. 1). An object-
based scene is built using individual objects that
have relationships in space and time, offering
a number of advantages. First, different object
types may have different suitable coded representa-
tions — a synthetic moving head is clearly best
represented using animation parameters, while
video benefits from a smart representation of pixel
values. Second, it allows harmonious integration of
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different types of data into one scene: an animated
cartoon character in a real world, or a real person
in a virtual studio set. Third, interacting with the
objects and hyperlinking from them is now feasible.
There are more advantages, such as selective spend-
ing of bits, easy re-use of content without transcod-
ing, providing sophisticated schemas for scalable
content on the Internet, etc.

The applications that benefit from what
MPEG-4 brings are found in many - and very
different - environments [15]. Therefore, MPEG-4
is constructed as a tool-box rather than a mono-
lithic standard, using profiles that provide solutions
in these different settings (see the paper on MPEG-
4 profiling in this issue). This means that although
MPEG-4 is a rather big standard, it is structured in
a way that solutions are available at the measure of
the needs. It is the task of each implementer to
extract from the MPEG-4 standard the technolo-
gical solutions adequate to his needs, which are
very likely a small sub-set of the standardized tools.

MPEG-4 can be used to deploy complete new
applications or to improve existing ones. Unlike
MPEG-2 (digital television), MPEG-4 does not tar-
get a major “killer application” but it rather opens
many new frontiers. Playing with audiovisual scenes,
creating, re-using, accessing and consuming
audiovisual content will become easier. New and
richer applications can be developed e.g., in
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Fig. 1. The MPEG-4 object-based architecture.
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enhanced broadcasting, remote surveillance, per-
sonal communications, games, mobile multimedia,
virtual environments, etc. It allows services with
combinations of the traditionally different service
models: “broadcast”, “(on-line) interaction” and
“communication”. As such, MPEG-4 addresses
“convergence” defined as the proliferation of multi-
media in all kinds of services and on all types of
(access) networks.

Since a standard is always a constraint of free-
dom, it is important to make it as minimally con-
straining as possible [2]. To MPEG this means
that a standard must offer maximum advantages by
specifying the minimum necessary, allowing for
competition and for evolution of technology in the
so-called “non-normative” areas. The normative
tools included in the standard are those whose
specification is essential for interoperability. For
example, while video segmentation and rate control
are non-normative tools, the decoding process
needs to be normative. The strategy of “specifying
the minimum for maximum usability” ensures that
good use can be made of the continuous improve-
ments in the relevant technical areas. The conse-
quence is that better non-normative tools can
always be used, also after the standard is finalized,
and that it is possible to rely on competition for
obtaining even better results. In fact, it will be the
very non-normative tools that products will use to
distinguish themselves, which only reinforces their
importance.

The MPEG-4 requirements have been addressed
by the six parts of the recently finalized MPEG-4
Version 1 standard, notably:

® Part 1: Systems — specifies scene description,
multiplexing, synchronization, buffer manage-
ment, and management and protection of intel-
lectual property [17];

® Part 2: Visual — specifies the coded representa-
tion of natural and synthetic visual objects [20];

® Part 3: Audio - specifies the coded representation
of natural and synthetic audio objects [8];

® Part 4: Conformance Testing — defines conform-
ance conditions for bitstreams and devices; this
part is used to test MPEG-4 implementations [6];

® Part 5: Reference Software - includes software
corresponding to most parts of MPEG-4

(normative and non-normative tools); it can be
used for implementing compliant products as
ISO waives the copyright of the code [5];

® Part 6: Delivery Multimedia Integration Frame-
work (DMIF) - defines a session protocol for the
management of multimedia streaming over gen-
eric delivery technologies [12].

Parts 1-3 and 6 specify the core MPEG-4 tech-
nology, while Parts 4 and 5 are “supporting parts”.
Parts 1, 2 and 3 are delivery-independent, leaving
to Part 6 (DMIF) the task of dealing with the
idiosyncrasies of the delivery layer. While the vari-
ous MPEG-4 parts are rather independent and
thus can be used by themselves, also combined with
proprietary technologies, they were developed in
order that the maximum benefit results when they
are used together.

MPEG-4 was developed over the past 5 years by
hundreds of experts from tens of companies and
universities spread globally, who believed that the
MPEG-4 technology can power the next genera-
tion of multimedia products and services. MPEG-4
Version 1 was available at the end of 1998 [7].
MPEG-4 Version 2 will extend the capabilities of
the standard in a backward compatible way, and
will be ready by the end of 1999. Participants in
MPEG-4 represent broadcasters, equipment and
software manufacturers, digital content creators
and managers, telecommunication service pro-
viders, publishers and intellectual property rights
managers, as well as university researchers.

3. How: the process

Since the technological landscape changed from
analog to digital, with all the associated implica-
tions, it was also essential that standard makers
acknowledged this change by modifying the way by
which standards are created. Standards must offer
interoperability, across countries, services and appli-
cations, and no more a “system driven approach”
by which the value of a standard is limited to
a specific, vertically integrated, system. This brings
us to the tool-kit approach by which a standard
must provide a minimum set of relevant tools,
which after being assembled, according to industry
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needs, provide the maximum interoperability at
a minimum complexity, and very likely cost [2].
The success of MPEG standards is mainly based on
this tool-kit approach, bounded by the “one func-
tionality, one tool” principle. In conclusion, MPEG
wants to offer the users interoperability and flexib-
ility, at the smallest complexity and cost.

In order to fulfill these objectives, MPEG follows
a development process with some major steps [2]:

1. Identify relevant applications using input from
MPEG members.

2. Identify the functionalities needed by the ap-
plications above.

3. Describe the requirements following from the
functionalities above in such a way that com-
mon requirements can be identified for different
applications;

4. Identify which requirements are common across
the areas of interest, and which are not common
but still relevant.

5. Specify tools that support the requirements
above in three phases:

(i) A public call for proposals is issued, asking
all interested parties to submit technology
which is relevant to fulfil the identified re-
quirements and functionalities.

(i) The proposals are evaluated in a well-de-
fined, adequate and fair evaluation process,
which is published with the call itself. The
process can entail, e.g. subjective testing,
objective comparison and evaluation by
experts.

(iii) As a result of the evaluation, the technology
best addressing the requirements is selected.
This is the start of a collaborative process to
draft and improve the standard. The collab-
oration includes the definition and im-
provement of a “Working Model”, which
embody early versions of the standard and
can include non-normative parts. The
Working Model evolves by comparing dif-
ferent alternative tools with those already in
the Working Model, the so-called “Core
Experiments” (CE).

6. Verify that the tools developed can be used to
assemble the target systems and provide the
desired functionalities with an adequate level of

performance. This is done by means of the so-
called “Verification Tests”. Until MPEG-4, the
Verification Tests consisted in formal subjective
tests aimed at evaluating the quality of either
audio or video signals processed using specific
MPEG algorithms. In order to obtain reliable
and representative results, the tests are per-
formed by using optimized assessment methods
and suitable panels of subjects.

The process above is not rigid: some steps may
be taken more than once and iterations are some-
times needed (and happened in MPEG-4). The time
schedule is however always closely observed by
MPEG. Although all decisions are taken by con-
sensus, the process keeps a high pace, allowing
MPEG to provide timely technical solutions.

While the period until the evaluation of the pro-
posals submitted as answer to the call for proposals
is designated as “competitive phase”, the period
after the evaluation corresponds to the “collab-
orative phase”. During the collaborative phase all
the MPEG members collectively improve and com-
plete the most promising tools identified at the
evaluation. The collaborative phase is the major
strength of the MPEG process since hundreds of the
best experts in the world, from tens of companies
and universities, work together for a common goal.
In this context, it does not come as a surprise that
this super-team traditionally achieves excellent
technical results, justifying the need for most com-
panies to at least follow the process, if the direct
involvement does not result possible.

As stated above, two working tools play a major
role in the collaborative development phase that
follows the initial competitive phase: the Working
Model and Core Experiments (CE) [11]. In
MPEG-1 the (video) working model was called
Simulation Model (SM), in MPEG-2 the (video)
working model was called Test Model (TM), and in
MPEG-4 the various working models were called
Verification Models (VM).! In MPEG-4 there were
independent VMs for the video, audio, synthetic
and natural hybrid coding (SNHC) and systems

!In MPEG-7 the working model is called eXperimentation
model (XM), intending an alphabetical pun.
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developments. Regarding the MPEG-4 Verifica-
tion Models and Core Experiments it is important
to highlight:

A. Verification Model. A Verification Model is
a complete framework such that an experiment
performed by multiple independent parties will
produce essentially identical results. The VM en-
abled the checking of the relative performance of
different tools, as well as improving the perfor-
mance of selected tools. The MPEG-4 VMs were
built after screening the proposals answering
the call for proposals. The first VM (for each tech-
nical area) was not the best proposal but a combi-
nation of the best tools, independently of the
proposal that they belonged to. Each VM included
normative and non-normative tools to create
the “common framework” that allows perform-
ing adequate evaluation and comparison of tools
targeting the continuous improvement of the tech-
nology included in the VM. After the first VMs
were established, new tools were brought to
MPEG-4 and were evaluated inside the VMs fol-
lowing a core experiment procedure. The VMs
evolved through versions as core experiments veri-
fied the inclusion of new techniques, or proved that
included techniques should be substituted. At each
VM version, only the best-performing tools were
part of the VM. If any part of a proposal was
selected for inclusion in the VM, the proposer
had to provide the corresponding source code for
integration into the VM software in the conditions
specified by MPEG.

B. Core experiments. The improvement of the
VMs started with a first set of core experiments
defined at the conclusion of the evaluation of the
proposals. The core experiments process allowed
for multiple, independent, directly comparable ex-
periments to be performed to determine whether or
not a proposed tool had merit. Proposed tools
targeted the substitution of a tool in the VM or the
direct inclusion in the VM to provide a new rel-
evant functionality. Improvements and additions
to the VMs were decided based on the results of
core experiments.

A core experiment has to be completely and
uniquely defined, so that the results are unambiguous.

In addition to the specification of the tool to be
evaluated, a core experiment also specifies the con-
ditions to be used, again so the results can be
compared. A core experiment is proposed by one or
more MPEG experts and is accepted by consensus,
providing that two or more independent experts
agree to perform the experiment.

It is important to realize that neither the
Verification Models, nor any of the Core Experi-
ments ended (or will end) up in the standard
itself, as these were just working tools to ease
the development process. Although it is not easy at
this stage to tell how many core experiments have
been performed in MPEG-4 - for sure many tens — it
is at least possible to state that they reached
their goal by allowing to continuously improve
and complete the technology to be included in the
standard.

4. When: the workplan

For MPEG-4 the process highlighted above
translated to the workplan presented in Table 1. As
one may notice in the table, MPEG-4 Version 2 is
formally seen as amendments to the various parts
of Version 1.

Although discussions about MPEG-4 started as
early as May 1991, in Paris, it was not until
September 1993 that the MPEG applications and
operational environments (AOE) group, chaired by
CIiff Reader, met for the first time. The main task of
this group was to identify the applications and
requirements relevant for the far-term very low
bit-rate coding solution to be developed by
ISO/MPEG as stated in the very initial MPEG-4
project description [9]. At the same time, the near-
term hybrid coding solution being developed with-
in the ITU-T low bit-rate coding (LBC) group
started producing the first results (later the ITU-T
H.263 standard). It was then quite generally felt
that those results were close to the best perfor-
mance that could be obtained by block-based hy-
brid DCT/motion compensation video coding
schemes.

In July 1994, the Grimstad MPEG meeting
marked a major change in the direction of MPEG-4.
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July 1995

November 1995
December 1995
January 1996
January 1996
November 1996
November 1997
March 1998
October 1998
December 1998
March 1999

July 1999

Call for MPEG-4 proposals

Final version of the MPEG-4 Evaluation Document

Subjective evaluation of video proposals

Subjective evaluation of audio proposals

Experts evaluation of video proposals

First version of the MPEG-4 Video Verification Model

Version 1 Working Draft (WD) - parts 1,2,3,5,6

Version 1 Committee Draft (CD) - parts 1,2,3,5,6

Version 1 Final Committee Draft (FCD) after ballot with comments — parts 1,2,3,5,6

Version 1 Final Draft International Standard (FDIS) after ballot with comments — parts 1,2,3,6
Version 1 Committee Draft (CD) - part 4

Version 2 Proposed Draft Amendment (PDAM) - parts 1,2,3,6

Version 1 International Standard (IS) after yes/no ballot - parts 1,2,3,6

Version 1 Final Draft International Standard (FDIS) after ballot with comments — part 5
Version 1 Final Committee Draft (FCD) after ballot with comments — part 4

Version 2 Final Proposed Draft Amendment (FPDAM) after ballot with comments — parts 1,2,3,6

Version 2 Proposed Draft Amendment (PDAM) - part 5
Version 1 International Standard (IS) after yes/no ballot — part 5

December 1999

Version 1 Final Draft International Standard (FDIS) after ballot with comments — part 4

Version 2 Final Draft Amendment (FDAM) after ballot with comments - parts 1,2,3,6
Version 2 Proposed Draft Amendment (PDAM) - part 4

Version 2 Final Proposed Draft Amendment (FPDAM) - part 5

Version 1 International Standard (IS) after yes/no ballot — part 4

Version 2 Amendment (AMD) after yes/no ballot - parts 1,2,3,6

March 2000 Version 2 Final Draft Amendment (FDAM) - part 5
Version 2 Amendment (AMD) - part 5
July 2000 Version 2 Final Proposed Draft Amendment (FPDAM) - part 4

December 2000

Version 2 Final Draft Amendment (FDAM) - part 4
Version 2 Amendment (AMD) - part 4

Until that meeting, the main goal of MPEG-4 had
been to obtain a significantly better compression
ratio than could be achieved by conventional tech-
niques. Only very few people, however, believed
that it was possible, within the following 5 years, to
get enough improvements over the LBC standard
(H.263 and H.263 +) to justify a new standard. So
the AOE group was faced with the need to broaden
the objectives of MPEG-4, believing that “pure
compression” would not be enough. The group
then started an in-depth analysis of the audiovisual
world trends, based on the convergence of the
TV/film/entertainment, computing and telecom-
munications worlds. The conclusion was that the
emerging MPEG-4 coding standard should sup-
port new ways, notably content-based, for com-
munication, access and manipulation of digital
audiovisual data.

Following this change of direction, the vision be-
hind the MPEG-4 standard was explained through
the eight “new or improved functionalities” de-
scribed in the MPEG-4 proposal package descrip-
tion (PPD) [1]. These eight functionalitiecs came
from an assessment of the functionalities that would
be useful in future applications, but were not sup-
ported or not well supported by the available coding
standards. The eight “new or improved” MPEG-4
functionalities were clustered in three classes re-
lated to the aforementioned three worlds, the con-
vergence of which MPEG-4 wanted to address [17:

1. Content-based interactivity. — Content-based
multimedia data access tools, content-based ma-
nipulation and bitstream editing, hybrid natural
and synthetic data coding, improved temporal
random access.
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2. Compression. Improved coding efficiency, cod-
ing of multiple concurrent data streams.

3. Universal access. Robustness in error-prone en-
vironments, content-based scalability.

The first MPEG-4 Call for Proposals was issued in
July 1995 and answers were received by Septem-
ber/October 1995. The call asked for relevant tech-
nology addressing the eight MPEG-4 functionalities
as described in the MPEG-4 PPD [1]. The techno-
logy received was evaluated by means of subjective
tests for complete algorithms and expert panels for
single tools [21]. In the case of algorithms pro-
posed for the eight MPEG-4 functionalities, three
functionalities (one per class) have been selected as
representative — content-based scalability, improved
compression efficiency and robustness in error-prone
environments — and formal subjective tests were
conducted for those. For the other five functional-
ities, proposals were evaluated by expert panels
(in the same manner as tools), and these were also
subsequently thoroughly examined using the core
experiment procedure.

The video subjective tests were performed in
November 1995 at the premises of Hughes Aircraft
Co., in Los Angeles, while the audio subjective tests
were performed in December 1995 at CCETT, Mit-
subishi, NTT and Sony. The video expert panels
evaluation was performed in October 1995 and
January 1996.

After the evaluation of the technology received
[22], choices were made and the collaborative
phase started with the most promising tools. In the
course of developing the standard, additional calls
were issued when not enough technology was avail-
able within MPEG to meet the requirements, e.g.,
for synthetic coding tools in March 1996. This is
a typical solution when MPEG is missing some
technology and there are good indications that the
technology does indeed exist outside MPEG.

At the MPEG January ‘96 meeting in Munich,
a single MPEG-4 Video Verification Model (VM)
was defined. In this VM, a video scene was repre-
sented as a composition of “Video Object Planes”
(VOPs) [18]. The first MPEG-4 Video VM used
ITU-T H.263 coding tools together with shape
coding, following the results of the November 1995
MPEG-4 video subjective tests.

A process similar to the one used for video was
followed for audio, although with some initial delay
due to the involvement of many audio experts in
the advanced audio coding (AAC) MPEG-2 work.

Following this initial phase, the several MPEG-4
VMs evolved by using the core experiment process,
as described before. A new version of each of the
MPEG-4 VMs has been issued at each MPEG
meeting, e.g., the Video VM was in version 13 at the
Seoul meeting in March 1999 [19].

As highlighted in the previous section, the last
step of the MPEG process is the verification of the
technology in the standard aiming at verifying the
performance of the available tools and demonstrat-
ing their potentialities. For MPEG-4, the verifica-
tion step has been performed through a set of
verification tests addressing various parts of the
standard. Until now verification tests have been
performed for narrowband audio broadcasting,
speech codecs, audio on Internet, video error resil-
ience, video content-based coding and video tem-
poral scalability in the simple scalable profile [13].
Tests on video temporal scalability in the core
profile and video coding efficiency were going on in
April 1999.

5. Final remarks

MPEG-1 and MPEG-2 have been successful
standards that have given rise to widely adopted
commercial products, such as CD-interactive,
digital audio broadcasting, and digital television.
However, these standards are deeply limited in
terms of the functionalities provided by the data
representation models used.

The recent MPEG-4 standard opens new fron-
tiers in the way users will play with, create, re-use,
access and consume audiovisual content. The
MPEG-4 object-based representation approach
where a scene is modeled as a composition of ob-
jects, both natural and synthetic, with which the
user may interact, is at the heart of the MPEG-4
technology.

Let us now expect that the MPEG-4 vision may
reach and convert many application developers
and that the MPEG-4 standard will become the
audiovisual playground of the future.
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