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Multiple choice questions (2 points each, 50 points maximum)
Read carefully the text of each question and mark the box with the best answer.

. How many floating point numbers has
F(2,3,-1,1)?
021 0O 24

025 0O 27

. The machine precision for F(10,2,—3,4) is

g o001 0Oo001 ©0OO005 0OO1

. The maximum number in F(10, 2, —3,4) is

099 099 090 O 9900

. Let £ =0.5, y =1 and z = 10 be floating
point numbers of F(10,1,—1,2). Which is
the result of (z ® y) ® 2?

O 10 O 15 O 20 O overflow

. The problem of finding the solution of a
non singular linear system Ax = b is
always a well conditioned problem.

O True O False

. The absolute value of the error in the bi-
section method is always non increasing,
ie., |ext1| < leg| for each k >0

O True O False

7.

10.

How many fixed points has the function

flx) = 23?

oo 0O1 DO02 O3

. The fixed point iterations xgy1 = ;vi wi-

th 9 = 0.5 goes toward the fixed point «
equals to

oo 0os O1 0O+

. Counsider the method zy1 = ¢(z)) with

fixed point @« = 1. Assume that zj; goes
toward « and ¢’(«) = 0. Then, the plot of
logo(lek]), choosing from the figure below,
may be

O (a) or (c)

The Newton method has the absolute va-
lue of the error |es| = 1076 for the compu-
tation of the root of e* +x = 0. Assuming
a unitary asymptotic error constant, we
expect |eg| equals to about

O10°% o1w?® ot git?



11.

12.

13.

14.

15.

16.

17.

The Newton method for the solution & of
equation f(z) = 0 gives |zg — x5| = 1073
and |v7 — x6| = 2-1076. The estimation
of the absolute value of the error |er| is

01072 O4-100"% 0O 8-1012

The number of iterations required to the
Newton method to compute the root of
3z — 2 = 0 with an error not greater then

1075 and starting at zo = 2.0 are

o1 0O14 O3 [O68

The equation f(z) = 0 has a unique root
& in (0,1). Assume that f’(z) > 0 and
f"(x) <0in [0,1]. Starting from x¢ = 0,
the sequence xj produced by the Newton
method fulfills

O xp <@pp1 O xp>appr O xp>E

The spectral radius of the matrix

2 2 0
0 -3 1
0 0 —4

is
O -4 0O2 O4 O24
The number of arithmetic operations re-
quired to the backward substitution algo-
rithm to solve an upper triangular linear
system is about
On On* On* O

The matrix U of the LU factorization of
the matrix A

2 1

1 2

=
2 (2h) 2 (3
(1) 2 (3

Each square matrix A may be written as
A =L -U where L is lower triangular wi-

th unitary elements on the main diagonal
and U is upper triangular

is

O True O False

18.

19.

20.

21.

22.

23.

The matrix A has an LU factorization wi-
th the determinant of U equal to |U| = —2.
The determinant of A3 is

0-8 O —-1/8 O3

0 we cannot compute since we not have A

Consider the linear system Ax = b where

(1) ()

O ||A|lp =10 O GS converges
O Aissingular O p(A) <1

2 1
1 2

The condition number Ko(A) of the
matrix A of the previous item is

01 02 03 04

The following Matlab code

1. v =
2. A

2:3:10;
[v; v+11;

. - (2 5 8
O iswrongin line2 O A= ( 36 9
2 5 8 2 5 8
DA_<3 5 8> DA_<2 59

Consider the following Matlab code

1. v
w

linspace(2,10,5);
length( size( v’ * v

!

Consider the following Matlab code

The variable w is

02 O3 O[22 D{

S = 0;

for k=1:4
S =8 + k;
S =2 % S;

g W

end

At the end of the loop, the variable S is
equal to

oo 0O6 0O2 O 52



24. Which is B at the end of the Matlab code 25. Which is the value of n at the end of the
Matlab code

1 A=1[123; 456];
2 B=A(C :, 1:2).72; 1. n=0;
2. while( n<=3 )
3. n=mn+ 2;
45 16 25 5 n = n-1;
6. end
7. end
2 3 9 12
o (33) o (o m)
45 2433 O3 O4 0O5 06

Open questions (60 points maximum)
Write clearly all the answers in the exam’s booklet.

1. (10 points) Describe the bisection method. Then, apply it to the function f(z) =z — 1
with starting interval [ag, bg] = [0, 1.9]. Compute z(, 21 and the corresponding errors and
justify the obtained result.

2. (10 points) Consider the Newton method for the approximation of the root £ = 1 of the
function f(x) = 22 — 1. Assume the starting point to be x¢ = 2.

(a) Compute the first two iterations of the Newton method and the corresponding absolute
value of the errors.

(b) Sketch a qualitative graph of log,y (|er|) as a function of the iteration number k.
Justify your answer.

(¢) What happens if we choose as new starting point zo = 07 Justify your answer.
(d) Write a fixed point method of order p = 2 for the computation of the root £. Justify
your answer.

3. (20 points) Consider the upper triangular linear system Ux = b.

(a) Show, with all the mathematical details, the backward substitution method.
(b) Show, with all details, the computational cost of the method.
(c) Write the Matlab code to solve such a linear system using the for loop.

4. (20 points) Consider the linear system Ax = b where

3 11 )
A=11 3 1 b= 5
1 1 3 )

(a) (10 points) Prove that the matrix A is positive definite, compute the Cholesky facto-
rization and solve the linear system. Check out that the obtained solution is correct.

(b) (2 points) Prove that the Jacobi method converges to the solution starting from

xo=1[0 0 0]T.
(¢) (8 points) Compute the first two iterations of the Gauss-Seidel method starting from
xo=1[0 0 0]T.



