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Multiple choice questions
Read carefully the text of each question and mark the box with the best answer.

1. The maximum floating point number x,,,, and the machine precision eps of the floating
point system F(10,2,—1,1) are

Tmaz = 9.9 eps = 0.05
Tmaz = 9.0 eps = 0.10
Tmaz = 9.9 eps = 0.05
Tmaz = 9.0 eps = 0.10

OXOO

Answer. The floating point system has 5 =10,t =2, L = —1, U = 1. Thus, the maximum
number and the machine precision are

Tmaw = BY-(1-p7")=10"-(1-1072) =99
B I@lft B 10172 B
eps = 5 =g = 0.05

2. Consider the fixed point iterations given by zx+1 = zx/2 + 1. Let « be the unique fixed
point. Starting at zo = 1, the absolute value of the error e; = o« — x5 of the second iteration
To 18

X 025 0OO050 0O10 O15

Answer. The iteration function is ¢(x) = § + 1; its fixed points are solutions of x = ¢(x).
We get © = 2 and so ¢ has the unique fixed point a = 2. Starting from xy = 1, the first two



iterations are

Zo 1 3
X 3/2 7
So, we have
lea|=]a—mz | |2—Z -3
2 2 RS

. The order of convergence of the fixed point method xy411 =2 — 2z + x% when x¢g = 0.5 is
01 X2 O3 04

Answer. The iteration function is ¢(x) = 2 — 22 + 2%. The corresponding fixed points are
solutions of x = ¢(z). We have

r=¢(z) & z=2-22+2° & 22-32+2=0

which has two solutions 1 = 1 and xo2 = 2. Thus, the function ¢ has two fixed points:
a1 = 1 and as = 2. So, first of all, we have to find toward which one of the two go the
fixed point iterations when we start at zog = 0.5. To this aim, it is useful the geometric
interpretation.

1.5

0.5

-05 70 05 1 15 2 25 3

From the figure, since xy = 0.5. we see that the iterations go toward o = 1. So, to find the
order we have to look derivatives of ¢ in a; = 1. We have

dx)=22—-2 = ¢(1)=0
¢"(z) =2 = ¢"(1)#0

Thus, the order of the method is p = 2 since the first non zero derivative (evaluated in
a1 = 1) of ¢ has order p = 2.

. The order of convergence of the Newton method for the solution of the non linear equation
et =2—xis

O 0.5 01 X 2 O more then 2

Answer. The equation has only one root since graphs y = e* and y = 2 — z intersects just
once. Moreover, the root is positive.



Setting f(z) = e* + x — 2, we have f'(z) =e® + 1 and f(z) = €*. Thus, we have

o f/(§) = e +1>0. So, we have f/(£) # 0: this means that the root is simple (or, it
has multiplicity 1) and so the order p of the method satisfies p > 2;

e (&) > 0. So, we have f”(£) # 0: as a consequence, the order ix exactly p = 2.
So, the Newton method for approximating the root &

f(zk) oy et +1
fla) — 7 e

has order of convergence p = 2 providing the starting point x( is sufficiently near the root
&. We can see this behavior taking x¢o = 1.0; we have, for the errors

Tk

Thtl = Tk — =xp,—1—e€"

k| o 1 2 3 4

leg| | 5.5-1071 9.5-1072 28-1073 2.3-107¢ 1.6-107'2

. The order of convergence of the Newton method is always less or equal to 2
O True X False

Answer. It’s false. For example, if f(x) = 0 has the root £ with f/(£) # 0 (and so p > 2)
and f(€) = 0 the order is p > 3. Consider f(z) = 2® + 2 which has the unique root £ = 0.
Starting from xg = 1, the behavior of the errors are

ko 1 2 3 4 5

lex] | 1.0 0.5 0.14 5.5-107% 3.3-107 7.7-10720

. The Hilbert matrices are an example of well conditioned matrices
O True X False

Answer. It’s false. The Hilbert matrices, as well as the Vandermonde matrices, are examples
of ill conditioned matrices. For example, the Hilbert matrix Hs of order n = 5 has a condition
number Ko(Hs) ~ 5-105. An example of well conditioned matrix is the identity matrix which
has a condition number equal to 1, the less possible value.

10 0
A‘< 0 0.01)

The condition number K3(A) of the matrix A is

. Let

goo01r 010 0O 100 X 1000



Answer. The matrix A is a diagonal matrix with positive entries in the main diagonal. So, is
a positive definite matrix, since all the eigenvalues are positive. For a positive definite matrix,
we know that K2(A) = AMpaz/Amin. In our case, we have A4, = 10 and Ay = 0.01. So,
K5(A) =10/0.01 = 1000.

. The LU factorization of the matrix A gives |[U| = 4. The determinant of A2 is

0 16 X — 0O 04

H
(@)
N

Answer. We have, using the Binet formula and the relation | A1 | =1/| 4 |,

1 \? 1 1 1 1
A72 g Ail 2 = A712: [ = — - =
A2 =] (A1) =] A" | <|A|> R

since, from the LU factorization of A = LU, we have

e [ is a lower triangular matrix with ones on the main diagonal. So, its determinant,
which is the product of all the elements in the main diagonal, is | L | = 1.

e U is an upper triangular matrix. The determinant of U is again the product of the
elements in the main diagonal but now this values are not known a priori (they depends
on the matrix A)

So, again, from Binet, we have

|A[=[LU[=[L[-[U[=1-]U[=]|U|

. The L matrix of the LU-factorization of the matrix A given by

1 0 1

A= 2 1 0

3 2 4

is

1 00 1 0 O
X 2 1 0 O -2 1 0
3 2 1 -3 -2 1
1 0 O 1 0 0
O -2 1 0 O 2 1 0
3 -2 1 -3 2 1

1 01 1 0 10
A=12 1 0 — 01 -2 — 0 1 -2
3 2 4 0 2 0 0

So, recalling that L is a lower triangular matrix and has as entries the multiplicators (the
elements above the arrows) changed in sign, and ones in the main diagonal, we get



10. Given the splitting A = D — F — F where F is strictly lower triangular, F' is strictly upper

11.

triangular and D is diagonal, the iteration matrix for the Jacobi method is
X DYE+F) O DE+F)
O -DYE+F) O —-DE+F)

Answer. From the theory, providing that the entries of the diagonal of D are all non singular,
we know that the iteration matrix of the Jacobi method is By = D~!(E + F). Indeed, just
write

Ax=b & (D-FE-F)x=b < Dx=(F+F)x+b <«

Providing that D is invertible, we get
x=DYE+ F)x+ D 'b andsoweget Xy =D '(E+F)x;+ D 'b

where By = D™Y(E + F) is the iteration matrix. Exactly in the same way we can find the
iteration matrix of the Gauss-Seidel method: just start from (D — E)x = Fx + b.

Starting from xo = (0, 0)7, the norm of the residual r; = b— Ax; after the first Gauss-Seidel
iteration for the linear system Ax = b given by

=(A5) = (3)

is

Answer. Setting x = [z1 z2]T, the linear system is

{ 201+ 22 =3
-1 + 31}2 =92 Lo = 2421

Denoting with a superscript the index of the iteration, the Gauss-Seidel iterations are

k
RSV zy)
! 2
Ly 2+a
2 3
So, starting from xo = [0 0]7 (that is, :1:50) =0 and Igo) =0) we get for x; = [argl) xél)]T
) 3—2) 3-0 3
xl = _— = — = —
2 2 2
Lo _ 2wt 243/2 7
2 3 3 6

The corresponding residual vector r; is

= (3)-(3 8- () (2)-(4) (3

Finally, the infinity norm of the residual ry is (we obtain the same result using other norms)



12. The Lagrange polynomials depends only on the nodes of the points (z;,y;), 4 =0,...,n
X True U False

Answer. Tt is true: if z;, i = 0,...,n are the nodes, then the Lagrange polynomials are

13. The sum of all the Lagrange polynomials depends on the values of the function f in the

interpolating points
0 True X False

Answer. It is false: from the theory, it is known that the sum of all the Lagrange polynomials
is (the constant function) 1. To prove, just take f(z) = 1, a polynomial of degree zero. Thus,

n n n

fl@)=1=>" fle)li(x) =>_ 1-Lix)=> L)

i=0 =0 =0

14. If we want to approximate a function in an interval [a, b] using equally spaced nodes, a higher

degree interpolating polynomial always works better then a lower degree one

O True X False

Answer. It is false: just remember the Runge example where the error (at the endpoints of

the interval) increases with the degree of the interpolating polynomial.
15. The regression line for the set of points

Ii|—

1
yi| O

01 2
2 3 3
is
Xy=x+1.5 Oy=15zx+1
Oy=z+1 y=15bx+1.5

Answer. Coefficients ag and a1 of the regression line y = ag 4+ a1 are solution of the linear

system
m+1 Y w ( ao ) Do Yk

a
Z;cn:o Lk Z;cn:o x% '

Z;gn:o TrYk

where m + 1 is the number of points. In this case m + 1 = 4 and so, using the data in the

table, we have

4 2 ap . 8 4a0+2a1:8
a o < 2a0 +6a; =9
2 6 1 9 0 1

We find ap = 3/2 and a; = 1. We can see the regression line in the next figure.



B data
——regression line

-2 -1 0 1 2 3

16. The quadrature formula
1 3
| VEf@ =Y aif)
0 i=0

has the maximum degree of precision. Then the number

d=

1 3
/0 (ﬁ—i—xﬁ)dw—Zaixi
i=0

is equal to
oo 0O1/3 X 2/3 0O1

Answer. The maximum degree of precisionof the quadrature formulais s =2-3+1 = 7.
Since the integral in the quadrature formula is of the type

/ (@) fla)da

with w(z) = /z, the fist step to do is to rewrite the integral inside the expression of d in
this way. We may note that

Ve+ayz=yx(l+z) = flz)=1+z

So, f is a polynomial of degree n = 1 < 7 = s. Thus, the quadrature formula gives the exact
result for this function f, i.e.,

3

1
/0 (\/E-F:C\/E)dac =Zai(1+ x; )

=0

Looking again to d, we have

d = /01(\/E+x\/5)d:c —iaixi

L 3
= /O (\/E—F.”L'\/E)dl'—zai(l‘i‘xi_l)
i=0

= {/0 (\/E+x\/5)d:c—zai(1+zi)}—zai

=0




17.

18.

19.

20.

Let’s compute the sum of the weights. Taking in the quadrature formula f(z) = 1 (a
polynomial of degree n = 0 < s and so the formula is correct) we have

2 x3/2}1 /1 3

=== =[ Vredr=) «

NN AL
So, we have d = 2/3.

Given a positive n, the sum of all Cotes numbers Ci(n), 1=0,...,nis

X1 On 0Ova Dg

Answer. From the theory, we know that the sum of all the Cotes numbers is 1. Recall that
we have given the following definition of Cotes numbers

C'Z-(n) /HT OT# )ds, 1=0,...,n
r Or;éz T)

The error for the computation of

100
/ (2° + 132542 ) da
0

using the Cavalieri-Simpson formula is
010 D010 010" Ko
Answer. The error E in the Cavalieri-Simpson is related to f*)(x) throughout the equation

_(b—ap

@
ssaa 1

where, in our case, a = 0, b = 100, & € [0, 100] and f(z) = z* + 13254. Since f®)(z) =0
for all z, it is f(*)(£) = 0 and so the error is zero.

The second derivative of f does not change much in the integration interval. Then, using
the composite trapezoidal rule we expect that the ratio of the errors Es,,/E,, is

04 0O1/4 X nearl/4

Answer. From the theory, we know that

Eoym _ — 1;(22)’*f//(§2m) _ I (Eam) zl
Be T Ll 1T

since, if f”(x) does not change much in the integration interval, it is (&) & " (Eam).

The Cavalieri-Simpson approximation of the integral

is

oo



21.

22.

23.

Answer. We have

ro=a=0, x=

and so the Cavalieri-Simpson rule gives for the integral I

Ics = b;a[%f(wo)'f'%f(xl)‘f'%f(%)}
1-0 |1 4 /1 1 V2 1 2241
- Tlg“ﬁwﬁwﬁ]—?*a—T

So, we have Icg = 0.638 which may be comapred with the correct value I = 2/3 = 0.667.
The divided difference f[xo, 1, z2] of the following table

Ioz—l 2
$1:O 3
1'2:1 6

is
X1 O3 0O -1 036
Answer. Completing the table, we find

o = —-11|2 o = —-11|2
x1=013 flxo,z] or z1=0]3 1
€To =11|6 f[$1,$2] f[xo,xl,xg] o = 116 3 1

since we have
f(@1) = f(@o) 3-2
= = 1
f[iZ?o,:El] 1 — X9 0— (—1)
_ flxe) = flm) 6-3
f[ilfl,xz] o To — X1 o 1—0_3
_ @] = flwo,an] . 3-1
flzo,x1, 2] = T3 — 2o - 1—(-1) =1

Let p(x) be the Newton expression of the interpolating polynomial for the points (z;, y;),
1=0,...,n. If we add a new point (41, Yn+1) With g < 2,411 < 21 we have to recompute
all the divided difference table

O True X False

Answer. It is false: the difference divided does not depends on the order of points. So, we
can add the point (Zn41, Ynt1) at the previous table (the one we have already constructed
with points (z;, y;), © = 0,...,n) and compute just the last row of the new table.

The composite trapezoidal formula gives the results of the following table

Ao Ay As
1 0.875 0.844

The best approximation for the integral is then
O 0.844 X 0.833 O 0.906 O 0.875

Answer. We can apply the Romberg method to obtain



where

1 A
2 Al By
4 Ay Bs

44, — Ay 4-0.875—1

Cy

B, = — —0.833
! 3 3
B — Az — A1 _ 408140875 _ oo
3 3
16By — B, 16-0.834—0.
o 6B, —Bi _ 16-0.834 0833 ..

15

15

So, the best approximation for the integral is 0.834.

24. Which is the value of n at the end of the Matlab code

g WN -

toll = 1E2;

n=2>5;

while( 10°n > toll & n >= 2 )
n=n- 2;

end

oo X 1 02 O3

25. Consider the following Matlab code

1.

2
3
4.
5.
6
7
5

S = b;
for k=1:3
if k>=3
S = Sxk;
else
S = S-k;
end
end

At the end of the loop, the variable S is equal to

o1 04 X 6 0O9

26. After the execution of the following Matlab code, the variable r is equal to

=
]

diag( diag( [1 2; 3 4] ) );
eig( A );

o]
]



27.

28.

29.

30.

After the execution of the following Matlab code, the variable v is equal to
1. v = [ sum( 3:4:14 ) length( 1:4 ) 1;

2. v =v. 2;

X [44116] O 7056 O 4 0O [214]

Given the Matlab code

1. v=[123; 456; 6781];
2. v =v(2,[23]);
gives

X [56] O[456 OIB8T O)257

To plot a function with the command plot(x,y), the vector x and y must have the same
size

X True

O False

0 It depends on the function

The command clear all makes the command Window clear but does not clear the variables
in the Workspace
O True X False

11



Open questions
Write clearly all the answers in the exam’s booklet.

. Prove that the condition number K (A) fulfills K(A) > 1 for each matrix A. Give an example
of well conditioned matrix and one of an ill conditioned matrix.

Answer. From the theory, we have
1= L]l = ||4- 7Y < 4] - 47| = K(A).

where I, is the identity matrix of order n. The Hilbert matrices are ill conditioned whereas
the identity matrix is well conditioned.

. Consider the iterative method x;11 = Bxj + f to solve the linear system Ax = b. Prove
the relationship e, = Ber_1, k = 1,2,... where e, = X — X}, is the error at the k-th
step. Give necessary and sufficient conditions on the iteration matrix B in order to have a
convergent sequence for each starting point xg. Write the iteration matrix for the Jacobi
method. Answer.

. Given the set of points ( z;, y; ), i =0,...,3 in the following table

yi | 1

2 01 2
1 2 3
write the Newton expression of the interpolation polynomial. Compute the minimum value

of the function S(m, q)
3

S(m,q) => [yi —mz;i —q )’

k=0

and give the values of m and ¢ for which this minimum is reached.

. Show the composite trapezoidal rule using m intervals . Recalling that the error for the
trapezoidal rule is

h3 1
E=—-11)

where h is the amplitude of the integration interval and £ is a suitable point inside the
integration interval, find the expression for the error in the composite trapezoidal formula.

. Write a Matlab code for the computation of the sum of elements of the vector x using just
a for loop.

12



