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BEER

Current quality assessment:

appearance: color, foam, clarity

taste: sweetness, sourness, saltiness, bitterness

flavor, aroma

Factors affecting chemical composition:

water quality, malt, hop, yeasts

recipe and timing of the brewing process

Motivation:

the relationship of the current quality properties with chemical

composition is not fully understood
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0-3 ppm

alcohols (propanol, 

isobutanol, isopentanol)

organic acids (citric, malic, 

pyruvic, acetic, succinic)

amino acids (alanine, g-

aminobutyric, proline)

3-6 ppm

fermentable sugars

(glucose, malrose)

dextrins (glucose

oligomers)

6-10 ppm

aromatic amino acids

(tyrosine, phenylalanine, 

tryptophan)

nucleosides (cytidine, 

uridine, adenosine/inosine)

aromatic alcohols (2-

phenylethanol, tyrosol, 

tryptophol)

polyphenolic compounds

Increased pyruvic acid levels : poor yeast quality
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Linear vs branched dextrins correlate with fine conditions during malting and mashing

ORANGE JUICE

According to U.S. Food and Drug Administration (FDA) investigations, some 

companies are known to have made millions of dollars selling fraudolent orange

juice

Adulteration may be done by the addition of water, sugars, pulp wash, or other

citrus fruit juices

Pulp wash is a second extract obtained by washing the separated pulp with water 

after the first pressing. Its chemical composition is similar to orange juice but

paler, more bitter, and is regarded as lower quality
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BLACK TEA

White, green, oolong, black tea differ in the fermentation process:

green: unfermented

white: lightly f.

oolong: partially

black: fermented

All derive from Camellia sinensis

Black tea is more oxidized, has stronger flavor, and contains more caffeine

Drinking black tea is associated with reduced cardiovascular risk

During manufacture, enzyme-catalyzed oxidation and partial polymerization of 

flavonols occur. As a result, theaflavins (TFs) and thearubigins characteristic of 

the black tea taste and color are produced.

Flavonoids constitute 10-12% of dry leaf weight.

The taste differs according to differences in growing environment.
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Sri-Lanka tea-planting regions: 

RAN (>1900m), UDA (1000-1500m), MEDA (600-1200m), YATA (<600m)
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OLII

OILS
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OLII

Primary data reduction:250-1000 different integrated regions

No a priori knowledge of the class of samples Model for the prediction of independent data

Use class information to maximise separation 

among classes

NMR-based metabolomics: the concept
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• Discretise x-axis into n equal sized bins, height = area under intensity

(reduces impact of small variations in chemical shift e.g. due to pH)

• Normalise bars for constant total area (removes effect of differences in 
concentration across samples)

• Remove insignificant regions (e.g. water and urea resonances in urine 
spectra)

Data pre-processing (NMR)

Fixed vs variable bucketing
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1010 9 88 7 66 5 44 3 22 1

ppm

10 9 8 7 6 5 4 3 2 1

ppm

Normalization

AG_0 6_1

7 .50 5 .00 2 .50

N _106_ 1
adult

newborn

Visualizing age-related differences
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newborn adult

PCA newborns vs adults

Data pre-treatment (general for metabolomics)

Different data preprocessing steps are applied in order to generate 'clean' data in the form of normalized peak areas that 

reflect the (intracellular) metabolite concentrations. These clean data can be used as the input for data analysis. However, 

it is important to use an appropriate data pretreatment method before starting data analysis.

Besides induced biological variation, other factors are also present in metabolomics data:

1. Differences in orders of magnitude between measured metabolite concentrations; for example, the average 

concentration of a signal molecule is much lower than the average concentration of a highly abundant compound like ATP. 

However, from a biological point of view, metabolites present in high concentrations are not necessarily more important 

than those present at low concentrations.

2. Differences in the fold changes in metabolite concentration due to the induced variation; the concentrations of 

metabolites in the central metabolism are generally relatively constant, while the concentrations of metabolites that are 

present in pathways of the secondary metabolism usually show much larger differences in concentration depending on the 

environmental conditions.

3. Some metabolites show large fluctuations in concentration under identical experimental conditions. This is called 

uninduced biological variation.

Besides these biological factors, other effects present in the data set are:

4. Technical variation; this originates from, for instance, sampling, sample work-up and analytical errors.

5. Heteroscedasticity; for data analysis, it is often assumed that the total uninduced variation resulting from biology, 

sampling, and analytical measurements is symmetric around zero with equal standard deviations. However, this 

assumption is generally not true. For instance, the standard deviation due to uninduced biological variation depends on the 

average value of the measurement. This is called heteroscedasticity, and it results in the introduction of additional structure 

in the data. Heteroscedasticity occurs in uninduced biological variation as well as in technical variation.

The variation in the data resulting from a metabolomics experiment is the sum of the induced variation and the total 

uninduced variation. The total uninduced variation is all the variation originating from uninduced biological variation, 

sampling, sample work-up, and analytical variation. Data pretreatment focuses on the biologically relevant information by 

emphasizing different aspects in the clean data.
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… data pre-treatment (general for metabolomics)

Class I: Centering

Centering converts all the concentrations to fluctuations around zero instead of around the mean of the metabolite 

concentrations. Hereby, it adjusts for differences in the offset between high and low abundant metabolites. It is therefore 

used to focus on the fluctuating part of the data, and leaves only the relevant variation (being the variation between the 

samples) for analysis. Centering is applied in combination with all the methods described below.

… data pre-treatment (general for metabolomics)

Class II: Scaling

Scaling methods are data pretreatment approaches that divide each variable by a factor, the scaling factor, which is 

different for each variable. They aim to adjust for the differences in fold differences between the different metabolites by 

converting the data into differences in concentration relative to the scaling factor. 

There are two subclasses within scaling. The first class uses a measure of the data dispersion (such as, the standard 

deviation) as a scaling factor, while the second class uses a size measure (for instance, the mean).

Scaling based on data dispersion

Scaling methods tested that use a dispersion measure for scaling were autoscaling, pareto scaling, range scaling, and 

vast scaling (Table 1). Autoscaling, also called unit or unit variance scaling, is commonly applied and uses the standard 

deviation as the scaling factor. After autoscaling, all metabolites have a standard deviation of one and therefore the data is 

analyzed on the basis of correlations instead of covariances, as is the case with centering.

Pareto scaling is very similar to autoscaling. However, instead of the standard deviation, the square root of the standard 

deviation is used as the scaling factor. Now, large fold changes are decreased more than small fold changes, thus the 

large fold changes are less dominant compared to clean data.

Scaling based on average value

Level scaling falls in the second subclass of scaling methods, which use a size measure instead of a spread measure for 

the scaling. Level scaling converts the changes in metabolite concentrations into changes relative to the average 

concentration of the metabolite by using the mean concentration as the scaling factor. The resulting values are changes in 

percentages compared to the mean concentration. As a more robust alternative, the median could be used. Level scaling 

can be used when large relative changes are of specific biological interest, for example, when stress responses are 

studied or when aiming to identify relatively abundant biomarkers.
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… data pre-treatment (general for metabolomics)

Class III: Transformations

Transformations are nonlinear conversions of the data like, for instance, the log transformation and the power 

transformation (Table 1). Transformations are generally applied to correct for heteroscedasticity, to convert multiplicative 

relations into additive relations, and to make skewed distributions (more) symmetric. In biology, relations between 

variables are not necessarily additive but can also be multiplicative. A transformation is then necessary to identify such a 

relation with linear techniques.

Since the log transformation and the power transformation reduce large values in the data set relatively more than the 

small values, the transformations have a pseudo scaling effect as differences between large and small values in the data 

are reduced. However, the pseudo scaling effect is not determined by the multiplication with a scaling factor as for a 'real'

scaling effect, but by the effect that these transformations have on the original values. This pseudo scaling effect is 

therefore rarely sufficient to fully adjust for magnitude differences. Hence, it can be useful to apply a scaling method after 

the transformation. However, it is not clear how the transformation and a scaling method influence each other with regard 

to the complex metabolomics data.

A transformation that is often used is the log transformation (Table 1). A log transformation perfectly removes 

heteroscedasticity if the relative standard deviation is constant. However, this is rarely the case in real life situations. A 

drawback of the log transformation is that it is unable to deal with the value zero. Furthermore, its effect on values with a

large relative analytical standard deviation is problematic, usually the metabolites with a relatively low concentration, as 

these deviations are emphasized. These problems occur because the log transformation approaches minus infinity when 

the value to be transformed approaches zero.

A transformation that does not show these problems and also has positive effects on heteroscedasticity is the power 

transformation (Table 1). The power transformation shows a similar transformation pattern as the log transformation. 

Hence, the power transformation can be used to obtain results similar as after the log transformation without the near zero 

artifacts, although the power transformation is not able to make multiplicative effects additive. 

Effect of data pretreatment on the 

original data. Original data of 

experiment G2 (A), and the data 

after centering (B), autoscaling (C), 

pareto scaling (D), range scaling 

(E), vast scaling (F), level scaling 

(G), log transformation (H), and 

power transformation (I).
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Signal/noise

Data redundancy



20/05/2013

17



20/05/2013

18

PCA

PCA
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PCA

Cluster analysis
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CA

CA
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CA

Discriminant analysis
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DA

DA


